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Executive Summary  
The excitement surrounding use of artificial intelligence (AI) in health care is palpable, 
especially for generative AI (genAI) tools such as ChatGPT. Yet, the specific potential benefits 
of such tools in health care, as well as the risks and unintended challenges potentially 
associated with their implementation, are not well understood.  

To better understand the current landscape, the Institute for Healthcare Improvement (IHI) 
conducted a 90-day innovation project to identify high-level applications of genAI along with 
their advantages and disadvantages, including unexpected consequences or new safety 
hazards for patients and the health care workforce. The innovation project reviewed three 
primary types of clinical applications in health care: documentation support, clinical decision 
support, and chatbots that provide patient support. 

While genAI applications in health care hold much promise, they also present serious potential 
risks that must be considered and addressed prior to more widespread implementation. 

This report describes: 

• A detailed review of three primary applications of genAI in health care: documentation 
support, clinical decision support, and chatbots that provide patient support; 

• Analysis and review of the three genAI applications — including functions, benefits, risks, 
and examples — relevant to inpatient, primary care, and ambulatory care settings; 

• Potential patient safety risks and unintended consequences resulting from genAI tools; 
and 

• Considerations and recommendations for ongoing work to finetune AI tools and mitigate 
potential risks.  
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Intent and Aim 
In May 2023, the Institute for Healthcare Improvement (IHI) Lucian Leape Institute identified 
artificial intelligence (AI), specifically generative AI (genAI), and safety considerations for 
applications in health care as an area of interest to further investigate. The intent of this IHI 90-
day innovation project (conducted from July to October 2023) was to identify the high-level 
applications of generative AI in health care and assess implications for safety, including 
unexpected consequences or new safety hazards for patients and the health care workforce. 
Generative AI includes machine learning systems capable of generating text, images, code, or 
other types of content, often in response to a prompt or question entered by a user through a 
chat interface.  

With the proliferation of AI and generative AI applications in health care, it is necessary to 
examine how to appropriately integrate these technologies into clinical workflows and health 
care operations with careful attention to the impact on patient care and safety, workforce safety 
and well-being, and the health care sector as a whole. There are also considerations for the 
rapid adoption of this technology, which may outpace the education and agility of the workforce 
as well as existing technological infrastructure.  

The 90-day innovation project included these activities: 

• Literature scan to analyze current and future uses of AI, particularly generative AI, in 
health care: This included literature on generalized perspectives of the use and risk of AI 
in health care and publications specific to various health care settings and specialties. 

• Interviews with 27 individuals from selected health care and other organizations to gain 
further insights: This included academic experts, practitioners, and technical experts 
with relevant expertise in the topic area. 

The innovation project reviewed three primary types of clinical applications in health care (see 
Table 1) and focused on generative AI tools already available for implementation and those 
likely to find application in clinical care within the next year.  

Table 1. Generative AI Applications in Health Care 

GenAI Application Description 

Documentation support 

 

Functions include producing formatted visit or encounter notes from 
transcripts of patient-clinician interactions. Other examples include 
generating discharge summaries from the notes and results in the 
electronic health record (EHR), summarizing patient information (e.g., for 
handovers), and resolving inaccuracies and redundancies in the EHR. 

Clinical decision support Functions include providing diagnostic support by providing potential 
diagnosis based on symptoms, test and lab results, and patient history; 
providing early detection or warning on patient condition; and developing 
potential treatment plans. 
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Chatbots Functions include personalized patient communication and navigation 
services, particularly supporting clinicians in responding to messages 
from patients in EHR inboxes.  

Additional non-clinical 
uses (see Appendix B) 

Includes administrative assistance (e.g., medical billing and coding), as 
well as support for medical research and education, and quality 
improvement (QI) and safety efforts (e.g., preparing case summaries for 
root cause analyses). 

 
The aim of this innovation project is to inform health care personnel about the specific 
functions genAI tools in health care can accomplish — now or in the immediate future — while 
also identifying potential risks and mitigation strategies. 

Background 
With the emergence of publicly available AI chatbots such as OpenAI’s ChatGPT (GPT-3.5, GPT-
4) and Google’s Bard, AI applications in health care are rapidly growing. While not yet widely 
applied in practice, published reports have already shown that generative AI tools can pass 
medical licensing examinations, generate clinical notes, and respond empathetically and 
accurately to medical questions from patients.1,2,3,4 These and other applications, such as point-
of-care decision support for diagnosis and treatment, have understandably generated 
widespread excitement.  

Yet, this growing interest in implementing genAI tools in health care coincides with calls from 
prominent AI experts to pause the development and implementation of AI applications for 
varied concerns, including accuracy, the perpetuation of systemic biases, spreading 
disinformation, privacy and security threats, and fears about the negative implications for the 
human workforce and the existential threat of AI developing autonomously.  

One concrete example of concerns over accuracy consists of so-called “hallucinations” or 
“confabulations” — that is, false or made-up statements presented as factual (see Table 2 and 
Appendix A for terminology and definitions). Non-medical examples of such hallucinations have 
appeared in the news, such as the example of a legal firm that submitted a brief containing non-
existent legal precedents.5 Examples of chatbots making up medical citations also exist.6 In 
one article about using GPT-4, an AI-generated medical note presents the patient’s Body 
Medicine Index (BMI) as a specific value despite the lack of supporting information from the 
original clinical encounter note.7 As the article authors noted, “such errors can be particularly 
dangerous in medical scenarios because the errors or falsehoods can be subtle and are often 
stated by the chatbot in such a convincing manner that the person making the query may be 
convinced of its veracity.”8  

In addition to the issue of hallucinations and confabulations, there remain many problems 
involving the perpetuation of social biases and inequities that are often baked into the datasets 
used by genAI applications.9,10,11,12,13 For instance, AI tools used to diagnose skin conditions 
may have been trained on datasets without sufficient representation of the variation in common 
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skin diseases (never mind rare ones) across different skin types, especially people with darker 
skin tones.14 Insufficient representation in training datasets can also lead to AI tools missing 
the presence of disease in chest radiographs of patients from racialized or underserved 
groups.15 

Artificial intelligence is not new to health care. Early expert systems for medical diagnosis 
emerged in the 1960s followed by the development of early applications for image recognition 
and diagnosis in the 1970s and the use of natural language processing for documentation in the 
1990s.16,17 More recent years (circa 2016) saw machine learning programs akin to those used 
to beat world champions in chess and  demonstrate expert-level performance in interpreting 
medical images in radiology, pathology, and dermatology.18,19,20,21  

These algorithms and models differ, though, from contemporary genAI in that they were 
typically trained on large datasets containing “gold standard judgments” by human experts (e.g., 
tens of thousands of moles clearly identified by majority consensus among dermatologists as 
either benign or malignant). These models also tend to have known performance in terms of the 
accuracy of their specific judgments (e.g., if a skin lesion not from the training dataset is benign 
or malignant). 

GenAI tools have the advantage of not being so focused — they can make judgments or provide 
answers in response to questions or prompts for which they were not specifically trained. On 
the other hand, they were trained on datasets with no “gold standard” answers. For instance, 
there may be numerous images and text materials related to moles, but no human experts have 
verified the veracity of the statements contained in these materials. The performance of the AI 
tools in terms of generating accurate answers has thus far been assessed mostly at a general 
level (e.g., not in terms of arriving at the correct diagnosis or treatment recommendation for 
specific clinical situations). 

Table 2. Terminology and Definitions 

Term  Definition   

Artificial intelligence (AI) The branch of computer science that aims to create systems capable of 
performing tasks that typically require human intelligence.22 These tasks 
can include problem-solving, understanding natural language, recognizing 
patterns, making decisions, and adapting to new information. AI systems 
can be based on rules and algorithms or can be trained using data-driven 
approaches like machine learning, where they improve over time by 
learning from data. 

Big data An indetermined phrase that often refers to a large, diverse, and complex 
set of data from various sources. Authors of one article note that there is 
no agreed on standard definition, although there are important overlaps 
recognized in the definition above.23 

Generative artificial 
intelligence (genAI)  

  

Broadly speaking, generative AI refers to machine learning systems 
capable of generating text, images, code, or other types of content, often in 
response to a prompt or question entered by a user through a chat 
interface. This differs from discriminative AI models that perform 
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functions such as data classification or data grouping, or action 
oriented.24   

GenAI models are initially trained on broad datasets (e.g., massive 
amounts of text from the Internet), then the model is finetuned, often with 
a more specific or specialized dataset (e.g., text relevant to health care), in 
which human reviewers refine the model’s behavior and ensure that it 
aligns with intended use cases and ethical guidelines.25 

Generative artificial intelligence systems include large language models as 
well as image generators, code generator tools, and auto generation.26 

Prominent commercial examples of gen AI models include OpenAI 
ChatGPT, Google Bard, and Llama 2 created by Meta.  

Generative pretrained 
transformer (GPT)  

AI that can produce human-like writing such as ChatGPT.27  

Hallucinations or 
confabulations 

False or made-up statements presented as factual. 

Large language models 
(LLMs)  

A type of AI that engages with language. These models are referred to as 
“large” due to the increase in parameters for training language models, 
including increased data and computational power.28 

Large language models may also be called foundational models.  

Machine learning (ML) Machine learning is a subfield of artificial intelligence that uses algorithms 
trained on datasets to create models that enable machines to perform 
tasks that would otherwise only be possible for humans.29  

Natural language 
processing (NLP)  

A type of speech recognition AI focused on producing human-like 
language processes and outputs using text and spoken word through a 
computer.30,31 Functions range from simple analytics tasks like classifying 
documents to advanced tasks like responding to questions and 
summarizing literature. 

Neural network   Computing systems with interconnected nodes that can identify hidden 
patterns and correlations in raw data. These patterns and correlations are 
clustered and classified and, over time, the system can continue to learn 
and improve.32 Multilayered neural networks constitute the “deep learning” 
programs used for medical image interpretation, among other 
applications.  

Transformer model 
architecture   

A neural network algorithm that learns contextual information from 
sequential data (e.g., wearables, videos, textual works in written or spoken 
language, or other audio signals).33 

Transformer model architecture is the basis for large learning models.34 

 



 

ihi.org  9 

 

Artificial Intelligence in Health Care: Implications for Patient and Workforce Safety 

Generative AI in Health Care  
The excitement over AI in health care reflects its potential to achieve several distinct goals. AI-
powered decision support tools will almost certainly increase the proportion of patients 
receiving accurate diagnoses and evidence-based treatments. These tools may also foster 
earlier recognition of deteriorating patients and play a role in reducing common, preventable 
adverse events as well as address other patient safety and quality of care issues. Existing genAI 
tools can facilitate clinical documentation and administrative tasks that contribute to clinician 
burnout. There also are genAI tools that can produce patient-facing versions of complex 
medical notes, answer medical questions for patients, and provide substantial assistance with 
care coordination and patient navigation. 

With many potential genAI applications in health care — which vary based on technologic 
simplicity or complexity and readiness for adoption35 — the field must proceed with caution 
since most AI tools have not undergone evaluation or validation to assess their accuracy or the 
extent of adverse consequences. Notable concerns include the problem of authoritative-looking 
pronouncements containing factually incorrect material (i.e., hallucinations, confabulations), 
misleading or inappropriate outputs due to biased training sets, and various ethical, legal, and 
regulatory concerns (e.g., the need for FDA/regulatory oversight of AI tools that amount to 
medical devices), among others.36,37,38 

The combination of massive potential benefits accompanied by numerous serious unintended 
consequences place health care workers, executives, and consumers in a bind. Numerous 
genAI tools offer promise for making clinicians’ work much easier (e.g., instantly generating 
medical notes from patient-provider interactions) and value for patients (e.g., instantly 
generating patient-friendly versions of medical notes and enabling clinicians to provide timely 
and better care).  

On the other hand, implementing these tools could lead to massive, irreversible new problems. 
As a corollary, electronic health records (EHRs) were also supposed to make clinicians’ lives 
easier, when many cite the EHR “solution” makes the work more complex and inefficient.39 Yet, 
one of the main arguments in favor of AI tools is that they will help address the problem of 
clinician burnout widely attributed to EHRs.  
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Results of the 90-Day Innovation Project 
The landscape of AI in health care is highly dynamic, 
rapidly expanding and changing, including the state 
of technology developments, the implications for 
our knowledge of how well AI tools perform, and 
related safety implications. Consequently, we 
caution readers that this report may be dated by the 
time of publication or shortly thereafter. Additionally, 
the findings from the literature review and interviews 
during this innovation project reveal a lack of expert 
consensus on application readiness, notable risks or 
challenges, and conflicting viewpoints. 

Even with the enthusiasm surrounding AI in health 
care, the promise must first be examined. What 
applications are ready to go? How, where, and with 
whom should they be designed and implemented? 
What are the benefits, risks, and implications of 
using specific AI applications? 

The findings in this report primarily focus on 
applications and uses of AI, particularly generative 
AI, for clinical care delivery systems. This report 
addresses three primary genAI clinical applications: 
documentation support, clinical decision support, 
and chatbots that provide patient support. Analysis 
and review of each AI application includes functions, 
benefits, risks, and real-world examples and are 
relevant to multiple care settings, including inpatient, 
primary care, and ambulatory care.  

The report provides real-world examples of AI 
applications in development or implementation. Any 
references to information and technology 
companies and health care system partnerships are 
not an endorsement of said companies or 
partnerships; it was beyond the scope of the 
innovation project to validate or test related 
applications. 

Please see Appendix A for a description of risks, 
challenges, and unintended consequences of 
clinical applications of genAI, and Appendix B for 
details on non-clinical uses of genAI technology in 
health care. 

Review of Three Clinical 
Applications of GenAI 

1. Documentation Support 

• Produce Patient 
Interaction Notes 

• Produce Patient Medical 
History Summaries 

• Resolve Patient Record 
Inaccuracies and 
Redundancies 

• Provide Accessible 
Patient-Facing 
Documentation 

2. Clinical Decision Support 

• Suggest Potential 
Diagnoses 

• Provide Early Detection 
or Warning 

• Propose Treatment 
Plans 

3. Chatbots That Provide 
Patient Support 

• Patient Communication 
• Triage Patient Check-In 

and Information 
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Review of Three Clinical Applications of GenAI 
This section discusses three clinical applications of genAI: documentation support, clinical 
decision support, and chatbots that provide patient support. Table 3 at the end of this section 
provides a summary review of these applications and potential risks. 

1. Documentation Support 
A key application of genAI is documentation support. Currently, clinical documentation is 
typically entered into electronic health records (EHRs) by clinicians or clinical support staff such 
as scribes. Yet, this manual effort can be burdensome, time-intensive, and is frequently cited as 
a major contributor to clinician burnout.40,41,42 The use of genAI for documentation support has 
multiple functions and can be used to support both patients and clinicians. 

Clinicians can utilize genAI applications for a broad array of documentation support purposes, 
including to: 

• Record visit or encounter notes during patient-clinician interactions; 
• Summarize patient information including demographics, medical history, and medical 

records; and 
• Resolve inaccuracies and redundancies in a patient’s electronic health record. 

Produce Patient Interaction Notes 

Using ambient listening, genAI can produce detailed and accurate notes of patient interactions, 
including scheduled care visits and bedside visits.43 Early adopters have begun using AI 
technology in multiple settings, including primary care, ambulatory care, and the emergency 
department.44,45,46 While genAI can produce the note, clinical oversight is needed to both review 
and edit the note prior to completion. In fact, one expert from a large health system shared that 
their organization had deliberately designed their AI-powered scribe tool to generate notes with 
features indicating that notes are only approximately 90 percent complete, so that clinicians 
must review and provide final input to publish a completed note. 

Using AI-powered scribe tools during clinical encounters involving multiple speakers (e.g., 
patient, family members, and clinician or a patient and several clinicians) is still a work in 
progress. Ambient noise associated with inpatient encounters (e.g., in the emergency 
department or an intensive care unit) may also present problems for AI-driven scribe tools, 
although improvements to mitigate such issues are actively being addressed by some tools.  

Produce Patient Medical History Summaries 

GenAI can provide clinicians with succinct summaries of a patient’s medical history, including 
reasons for patient visits, previous clinical encounter notes (including primary care or specialist 
visits), charting for inpatient patients, and previous labs or imaging. Patient summaries have 
multiple uses such as reducing clinical time spent creating and reviewing patients notes or 
reviewing patient history during a visit, improving communication for clinical handoffs or 
referrals, and ensuring continuity in clinical care delivery. 
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Resolve Patient Record Inaccuracies and Redundancies 

GenAI can be used to resolve inaccuracies and redundancies in a patient’s electronic health 
record (EHR). While not discussed as thoroughly in the literature, interviewed experts suggested 
that genAI technology could be applied to patient EHRs to improve the quality of notes by 
removing inaccuracies and reducing redundant notes. While less studied than other genAI 
applications, ensuring that electronic clinical documentation is accurate and accessible not only 
improves record keeping, but also provides higher quality data for clinical encounters and for 
use in de-identified datasets. 

Provide Accessible Patient-Facing Documentation 

GenAI can produce patient-facing documentation — accessible material provided to the patient 
that details specific health care-related information. GenAI applications could efficiently create 
visit notes, discharge summaries, and treatment plans in simple language (or at the reading 
proficiency level of the patient and/or approved caregiver), removing clinical or medical jargon 
without decreasing the accuracy of information. Additionally, it’s possible for genAI tools to 
provide language translations of patient notes, records, and resources to advance equitable 
care for patients who speak a different primary language. 

Potential Benefits and Risks 

The use of genAI to support clinical documentation has notable benefits:  

• Reduce documentation burden for clinicians;  
• Increase clinical time available for direct patient care; and  
• Improve accessibility for patients, given that AI tools can produce patient-friendly 

versions of medical notes in multiple languages.  

What is not yet known is how often genAI tools produce inaccurate statements within such 
notes. Some experts indicated that, apart from input errors (e.g., incorrectly transcribed words 
due to ambient noise or unfamiliar accents), AI-generated content that is factually incorrect (i.e., 
hallucinations or confabulations) is rare. Other interviewed experts highlighted that 
hallucinations can happen whenever a genAI tool analyzes or synthesizes information, which 
can also occur with producing formatted clinical notes and not just transcriptions of the verbal 
interaction.47 If AI programs produce inaccurate outputs, that documentation’s accuracy could 
be further diluted due to recall bias by the provider(s). 

Additional risks that may be encountered with genAI applications for documentation support 
are described below. 

• Deskilling: Clinicians, especially those early in their career, may lose the ability to 
synthesize and concisely summarize the key information obtained during exchanges 
with patients. 

• Patient privacy and data rights: Chatbots have already produced privacy scandals.48 In 
March 2023, a software glitch allowed ChatGPT users to see queries posed by others 
and in some cases could see their credit card information.49 The authors of one article 
assert, with the limited privacy and data protection laws in the United States and 
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technological advancements such as the EHR, “HIPAA’s Privacy Rule is based on a 
fallacy: the belief that data can be successfully stripped of personal information (de-
identified) and that doing so renders it safe. In the age of LLMs, data can easily be re-
identified, and even de-identified data can cause significant harm.”50  

• Patient preference: Some patients may perceive use of AI technology as an intrusion 
and threat to privacy, though others may welcome clinicians not having to focus so 
much on computer screens during clinical encounters. 

• Application errors: Hallucinations and confabulations in AI-produced content have 
already been mentioned, and there may be other AI-generated errors related to the 
quality of the ambient audio in different and difficult clinical settings with multiple 
participants and/or noise. 

Examples 

Despite these concerns, medical documentation facilitated by generative AI tools is already 
proceeding, as the following examples illustrate.  

• As of 2023 Houston Methodist is applying Pieces technology to provide a “working 
summary” for clinical handovers to improve patient care quality, reduce documentation 
burden, and improve clinical communication.51 The working summary in the acute 
setting includes patient demographics, patient condition (current and recent), relevant 
patient history, recent procedures, predictive discharge status, and contextual risk 
assessment and communication. 

• In 2023, HCA Healthcare partnered with Augmedix to accelerate the development of AI-
enabled ambient documentation solutions for acute care providers.52 Clinicians can use 
the Augmedix app to create hands-free, precise, and timely medical notes from clinician-
patient interactions. The proprietary platform leverages NLP (in addition to Google 
Cloud’s genAI technology, which HCA Healthcare is also partnered with, and multi-party 
medical speech-to-text processing) to promptly convert the collected data into medical 
notes, which clinicians review and finalize prior to transfer into the EHR.53 

• As part of their Partners and Pals program, Epic, the developer and vendor of electronic 
health records, has named their first Pal, Abridge, a leading company in genAI for clinical 
documentation.54 Through this collaboration, Epic and Abridge plan to help providers 
focus on patients and reduce time spent on documentation, help patients better 
understand their conversations with providers, and help health care systems rapidly 
adopt genAI-based solutions. Emory Health will be leveraging this partnership,  
announcing an enterprise-wide agreement to make Abridge’s Epic-integrated genAI 
solution available to clinicians over the next three years.55 Emory will join the University 
of Pittsburgh Medical Center (UPMC) and the University of Kansas Health System in 
using Abridge through Epic EHR.56  
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2. Clinical Decision Support 
The use of clinical decisions support (CDS) in health care is not novel, but genAI could advance 
CDS tools. Traditional CDS consisted of software designed for a specific purpose to directly aid 
clinical decision-making. This traditional rule-based application has changed over time with the 
advancement of technology, with CDS increasingly developing the capacity to leverage data and 
observations independently (e.g., AI and genAI solutions).57  

As CDS aims to inform clinicians’ decisions about patient care to improve patient outcomes, 
thereby leading to higher-quality health care, AI applications can support clinical decision-
making through the following functions: 

• Provide diagnostic support by suggesting potential diagnoses to explain the 
constellation of symptoms and test results for a given patient, as well as diagnostic 
support for interpreting medical images; 

• Provide early detection or warning on changes to patient condition, including risk 
assessment and suggested interventions; and 

• Develop potential treatment plans, including suggested medications and tests. 

Suggest Potential Diagnoses 

A genAI application could suggest diagnoses to consider based on presenting symptoms and 
clinical assessment. To have a sense of how well genAI technology performs in this regard, one 
research group evaluated ChatGPT’s diagnostic performance on 36 clinical vignettes. The 
researchers characterized its performance as on par with the level of an intern or resident, with 
77 percent accuracy on final diagnosis, 68 percent accuracy on clinical management decisions, 
and 60 percent accuracy on differential diagnoses.58  

In another example, researchers assessed the performance of Chat GPT-4 in suggesting the 
correct diagnosis for cases presented as clinicopathologic conferences in the New England 
Journal of Medicine. The genAI model’s leading diagnosis agreed with the final diagnosis in 39 
percent of cases; in 64 percent of cases, the model listed the final diagnosis in its so-called 
differential diagnosis.59 

These results attest to the impressive ability of genAI tools to digest disparate elements of a 
complex medical case and suggest the correct diagnosis or differential diagnoses for the 
clinician to consider. Yet, they also highlight the potential problem of automation bias, which 
raises the risk of diagnostic error and clinician complacency. Clinicians must not defer, 
consciously or subconsciously, to the AI tool’s suggested diagnosis without considering 
alternatives — at least not with the current approximately 25 to 35 percent inaccuracy of these 
suggestions, based on available evidence. While many experts expressed enthusiasm for AI-
powered decision support, most acknowledged that accuracy needs to improve — as well as 
establishing reliable performance in a robust manner — to justify widespread implementation. 

Provide Early Detection or Warning 

While more simple rules-based decision support has been used for clinical decision support for 
many years, genAI could further support the refinement and expansion of early detection and 
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warning systems. GenAI can support predictive analytics for earlier detection of deteriorating 
patient conditions and support predicting patient risk for contracting certain conditions or 
predicting patient likelihood of responding to treatment.60,61 As noted in the “Documentation 
Support” section above, early detection and warnings can also be included in clinical 
documentation (see Houston Methodist example). 

Propose Treatment Plans 

GenAI could act as a CDS tool by proposing a suggested treatment plan that includes potential 
medication, appointment follow-ups, referrals, a care plan, and patient education. These 
recommendations would be based on a patient’s medical history, genetic information, and 
lifestyle and behavioral factors.62 Clinicians would be required to review and alter the treatment 
plan as needed to meet the patient’s needs and preferences. As with diagnostic decision 
support, though, the performance characteristics of such AI-generated recommendations have 
yet to be established as suitably accurate for clinical application.  

Potential Benefits and Risks 

To be clear, genAI-powered CDS tools aimed at specific conditions will undoubtedly undergo 
evaluation and be shown to perform well (e.g., see Intermountain Health example below). Yet, 
decision support focused on specific conditions differs from the more general decision support 
envisioned for the years to come, in which AI-driven programs will make diagnostic and 
therapeutic suggestions related to whatever condition seems suggested by the content of the 
clinical note the user has opened. For example, “It looks like your patient has ‘X’ illness. You 
should consider initiating the following medications….” — where “X” might include common 
conditions such as diabetes or pneumonia, but also much less common diagnoses. 

One key risk associated with AI clinical decision support relates to biased or incomplete training 
datasets such that AI model outputs are less accurate for patients from different racial/ethnic 
backgrounds. For instance, one of the experts we interviewed mentioned asking an AI chatbot 
the most likely diagnosis for a man in his 20s with sore throat and swollen lymph nodes in the 
neck. For a white patient, the suggested diagnosis was infectious mononucleosis. When the 
race was changed to Black, gonococcal pharyngitis (i.e., a sexually transmitted disease) was 
offered as a diagnosis to consider even though it had not been mentioned when a patient was 
labeled as white. As one expert noted, the diagnostic suggestions provided by AI tools reflect 
probabilities based on what has been said online (“the epidemiology of the Internet”) and not on 
the actual epidemiology of disease for relevant patient populations.  

One journal article provides another example of racially biased recommendations from a genAI 
tool. The authors asked ChatGPT about the most appropriate analgesia for a 50-year-old man 
presenting to the emergency department with chest pain. When the man’s race was white, 
ChatGPT recommended “a strong opioid, such as morphine or fentanyl.” When the race was 
changed to Black, ChatGPT stated that the appropriate choice depended on the cause of the 
chest pain (a qualification not made for the white patient) and then went on to recommend a 
non-steroidal anti-inflammatory such as ibuprofen or naproxen. As previously mentioned, biased 
datasets can also affect the accuracy of AI-based diagnosis of radiographs and skin lesions.63 
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It is also worth noting that decision support typically takes the form of pop-up alerts and 
reminders, and these have generally had as many failures as successes, with the average effect 
consisting of small improvements in the percentages of patients receiving recommended 
care.64 There is also the issue of alert fatigue due to alerts too often firing inappropriately. Some 
older rules-based decision support tools have often had false positive rates of 90 percent or 
higher.65,66 In another study, an AI-driven pneumonia decision support tool had a lower false 
positive rate of 50 percent.67 But a false alarm rate of 50 percent may still contribute to patient 
harm and burnout when clinicians are seeing multiple other forms of decision support, each 
with their own false alarm rates.  

Finally, even if there are reasonable grounds for excitement over high-performing AI-driven 
decision support tools becoming available soon, fraudulent overpromising has also occurred. 
For instance, Babylon Health, a UK start-up claiming to put AI tools to work to “put an accessible 
and affordable health service in the hands of every person on earth,” went from rapid expansion 
and being lauded in 2019 to shuttering its US headquarters in 2023.68,69 

Example 

• Intermountain Health is rolling out the ePneumonia app to all hospitals and urgent cares 
in seven states as announced in spring 2023.70 Using an AI Bayesian network, the 
application helps clinicians determine the best course of treatment for patients and has 
showed improved outcomes for patients with pneumonia in a randomized controlled 
clinical trial in 16 community hospitals.71 

3. Chatbots That Provide Patient Support 
A popular, mainstream application of genAI, chatbots could also play a role in supporting 
communication with patients and managing clinical intake. While all genAI applications must be 
compliant with regulations such as the Health Insurance Portability and Accountability Act 
(HIPAA), functions could include: 

• Personalized patient communication; and 
• Triaging patient check-in information for in-person clinical care settings. 

Patient Communication 

Personalized patient communication via AI tools can occur both online and in person. Many 
experts anticipate using AI tools to respond to patient inquiries through online patient portals, 
provide patients with answers to basic medical questions, or support management plans, 
particularly for patients with chronic illnesses.72,73 In-person AI applications for communication 
might include virtual chatbots available to patients that answer basic questions, set reminders, 
and facilitate communication with the care team.74  

Similar to non-automated messages, clinicians will need to review drafts crafted by chatbots 
(then decide to modify or leave the draft as is, or create a unique response), but this AI 
application could still reduce the time spent on responses, particularly if the draft includes 
accurate and appropriate medical information. Moreover, like patient-facing documentation, 
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patient-oriented chatbots could also communicate in simple language (or at the patient’s 
reading proficiency level) as well as provide language translation for patients. 

Triage Patient Check-In and Information 

While chatbots may already assist prior to an appointment by supporting timely check-in in 
ambulatory care, urgent care, or emergency department settings, there is potential for genAI to 
triage patient information prior to a patient-clinician interaction.75 Chatbot-supported check-in 
could collect basic information on the patient, including reason for visit and patient history, and 
synthesize this information along with a patient’s existing medical history to provide a triaged 
assessment of the patient for the provider to review prior to the encounter. 

Potential Benefits and Risks 

The use of chatbots for patient communication and triaging could reduce clinical workforce 
burden, especially EHR inboxes overflowing with patient messages awaiting responses. The use 
of AI support tools can also lead to quicker response times for simple patient questions and 
more personalized patient-clinician communication, which may improve the patient care 
experience. 

One study has shown that chatbots can answer questions from patients with comparable 
quality to answers generated by physicians — and, perhaps because the chatbot does not 
fatigue or uses standardized language, its responses were judged by patients as more empathic 
than clinicians.76 Yet, these AI applications will also contain some hallucinations and other 
errors, so health care organizations will need to consider strategies to audit the accuracy of 
applications. Even when implementation includes a step for clinicians to edit AI-generated 
responses to patients, there will be a natural tendency for many clinicians to omit this step — a 
concern raised by many interviewed experts, which is also relevant for AI-generated medical 
notes. Organizations may need to engage a cadre of clinicians who volunteer to critically review 
chatbot messages to patients to identify the true frequency of incorrect or misleading answers.  

Further, messages must be edited by clinicians prior to dissemination to confirm accuracy and 
credibility and ensure that the response is unique to the patient’s concerns, questions, 
conditions, and preference, including accessibility (e.g., use of simple language, provided in the 
primary language of the patient). Poor communication through the chatbot could negatively 
affect patient-provider relationships such as the patient or provider mistrusting one another or 
the technology. This is why the chatbot must be tested and validated by adequately skilled 
users who verify the accuracy of the AI-generated information. If automatic messages are 
utilized, health care systems may need to consider using disclaimers for liability purposes.  

Example 

• In the summer of 2023, UNC Health began piloting Epic’s AI tool, Inbasket, which drafts 
clinician responses to patient’s questions or comments and aims to reduce 
administrative burdens for staff.77 Through this pilot test, UNC Health aimed to keep 
clinicians in the loop with new AI tools and hoped to offer a friendly introduction to AI 
tools for patients and clinicians with the reminder that AI is there to help and not replace 
clinicians. Additionally, while not a patient-facing application, in June 2023, UNC Health 
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announced the rollout of an internal chatbot tool for a small group of clinicians and 
administrators, with plans to offer it more broadly at a later date.78  

Table 3. Generative AI Clinical Applications and Potential Risks 

Note that not all potential risks and challenges are accounted for in the table. 

GenAI Application Description Potential Risks and Challenges 

Documentation 
support and scribe 
function 

• Record visit or encounter notes 
during patient-clinician interactions 

• Summarize patient information 
including demographics, medical 
history, and medical records 

• Resolve inaccuracies and 
redundancies in a patient’s 
electronic health record 

• Errors caused by ambient noise or 
multiple speakers 

• Factually incorrect information 
(“hallucinations”) 

• Need for local calibration or 
performance testing   

• Clinical deskilling (e.g., automation 
bias, complacency) 

• Patient privacy and data rights (e.g., 
data retention policy) 

Clinical decision 
support 

• Provide diagnostic support in 
identifying potential diagnoses and 
reducing diagnostic error, including 
improvements in imaging analysis 

• Deliver early detection on patient 
condition, including deterioration, 
and risk assessment 

• Serve as a virtual assistant to 
clinicians during treatment 

• Develop potential treatment plans, 
including suggested medications 
and tests 

• Unknown performance for most 
current AI applications 

• Clinical overreliance and deskilling 
• Biased datasets leading to 

inappropriate output for patients from 
racialized or underserved groups  

• Worsening alert fatigue 

 

Chatbots that 
provide patient 
support 

• Provide personalized patient 
communication 

• Triage patient check-in and 
synthesize check-in information for 
in-person clinical care settings 

• Inaccurate data or responses  
• Patient preference to interact with 

humans and/or avoid use of these 
tools 

• Lack of accessibility for some patients 
due to lack of facility with using 
chatbots  

• Falsehood mimicry and need for 
adequately skilled user 

• Poor performance could lead to 
mistrust of technology or providers 
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Future Considerations  
With heightened excitement, expectations, and 
rapid adoption of genAI tools in health care, how do 
we further emphasize caution and safety in this 
ever-growing space to ensure that patient and 
workforce safety and other considerations remain 
at the forefront of consideration, and are not 
overshadowed? 

Begin with Governance 
The experts that IHI interviewed emphasized that 
health care organizations need to begin by building 
and fortifying governance structures and policies 
pertaining to genAI. This could include either 
creating a new governance or oversight body or by 
tasking a related, existing body with AI governance. 

Regardless of where the oversight structure is 
located within a health care system, it is important 
to begin efforts by designating a system leader 
with responsibility for AI activities and ensuring 
that any oversight body includes a cross-functional 
team with staff from various roles and 
responsibilities.79 This can include executive 
leaders; clinical representatives; end users 
(including physicians, nurses, pharmacists, 
safety/quality/risk leaders, patient and family 
advisors, administrative or operational staff), IT 
staff, and members with AI expertise (which could 
be an external partner if the health system lacks the 
appropriate internal expertise).  

Following the development of a governance body, 
organizations need to take these steps: 

• Develop a clear organizational approach for 
AI integration that aligns with existing 
system goals and objectives; 

• Improve AI literacy for governance 
members and staff, including foundational 
education on AI, applications in health care, 

Begin with Governance 

• Establish a clear and 
intentional organizational 
strategy to support a 
coordinated approach to AI 
implementation. 

• Create guardrails to ensure 
the appropriate, effective 
use of AI applications. 

• Conduct a critical 
assessment of system 
needs, readiness, and 
capacity. 

Proceed with Caution 

• Ensure that genAI models 
are validated, regulated, and 
monitored for quality, 
safety, and ethics. 

• Remain up to date on 
regulations and on 
collaborative efforts to 
standardize and develop 
guidelines and guardrails. 

Start Simple and Meet End 
Users’ Needs 

• Ensure that AI applications 
are in the best interests of 
ensuring patient safety. 

• Communicate and engage 
staff in organizational 
genAI efforts. 
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design and implementation risks, and relevant regulatory guidance; 
• Develop decision, testing, workflow, and support criteria to inform selection, vetting, 

value, and ongoing support of AI solutions; 
• Create guardrails with safety management systems that include measurement and 

monitoring plans to ensure that AI is used safely, effectively, and equitably within the 
organization; 

• Ensure that the benefits and risks of AI solutions for specific use cases are clearly 
defined and addressed prior to use; and 

• Review existing operations and infrastructure to determine the health system’s current 
capacity and identify potential improvements and investments needed to integrate AI. 

Establish a clear and intentional organizational strategy to support a 
coordinated approach to AI considerations and potential implementation.  
This strategy needs to align with a health care system’s existing goals and objectives to ensure 
continuity in organizational vision. Through this process, systems can further establish priorities 
and processes prior to AI design and implementation to ensure a systematic and transparent 
approach to AI integration into health care delivery. Developing an informed and cohesive 
strategy, though, can be challenging in a rapidly changing technology and regulatory landscape, 
so it is important that governance members, as well as staff and end users, are educated and 
gain proficiency in AI in two aspects: 1) gain foundational knowledge on how AI is developed 
and how it functions, and 2) understand the applications and risks of the technology in a health 
care setting.80 Organizations can provide learning opportunities through training sessions or 
tutorials, brainstorming sessions, and hands-on experiences in a controlled setting (e.g., 
application sandboxes or simulations). Additionally, an organization’s workforce must be 
apprised of the organizational approach to AI, once identified, and involved in the co-design and 
implementation of genAI technology. 

Create guardrails to ensure the appropriate and effective use of AI applications.  
Develop rigorous evaluation methods and assessment frameworks for AI applications, audit 
tools for applications and datasets, as well as workforce feedback mechanisms such as user 
groups.81 Safety guidelines must be detailed, including warnings on AI application risks, 
reminders of patient privacy (e.g., not sharing patient information on open-source AI), and 
emphasizing that AI tools must be used in accordance with accepted standards of care and 
conform with regulatory standards and guidance; following the accepted standard of care can 
reduce the likelihood of patient harm and liability for clinicians and health care delivery 
organizations.82  
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Conduct a critical assessment of system needs, readiness, and capacity.  
Health care systems seeking to integrate AI must first assess their needs. 

• Ask clinicians and staff what problems they need solved to guarantee that any new 
technology is relevant (e.g., asking, “What is important to you for the organization to 
improve?” or “What is a major pain point in your daily workflow?”).  

• Ensure outreach to a diverse group of employees with various roles and responsibilities 
for input. 

• Reflect on whether identified issues or solutions align with the organizational vision or 
aims. Note that, if a need identified by staff does not align with an organization’s aims or 
vision, this does not mean the need should be disregarded; this could serve as an 
opportunity for the organization to assess whether or not the aims or vision are also 
meeting workforce needs.  

Assessing for system capacity specifically refers to a health care system’s IT infrastructure. 
This assessment should aim to answer questions such as: 

• What is the current capacity of a health care system IT and data infrastructures?  
• What types of AI implementations can the infrastructure support in its current state?  
• Is the necessary expertise and talent onboard or able to be resourced to support system 

and end user needs? 
• Have data fidelity and accuracy needs been assessed to determine whether it is fit for 

use with AI tools? 
• Do we understand data risks and do we have the necessary infrastructure to ensure 

protection of data? 
• What improvements and investments are needed to ensure the system can function with 

new AI applications, if any? 

These suggested steps in developing a governance framework for AI applications are not linear 
or comprehensive. Interested organizations are encouraged to review other sources — such as 
Duke Health AI’s Algorithm-Based Clinical Decision Support Oversight83 or a proposed 
governance model for AI in health care84 — and establish learning system practices across their 
organization and with other organizations. 

Proceed with Caution 
It is critical to remember that many genAI models are not ready for full-scale deployment in a 
clinical care delivery setting. As our research and interviews reveal, and as the World Health 
Organization acknowledged,85 while many are enthusiastic about the use of these technologies, 
there are varying opinions and concerns about the level of caution that is being exercised. Risk 
identification and mitigation is key to using AI-based applications in health care and, with a 
rapidly changing technological landscape, interested parties need to demonstrate restraint and 
prioritize an ongoing commitment to patient and workforce safety and quality.86  
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Health care systems need to exercise care when considering and adopting genAI in clinical care 
settings (as well as non-clinical settings), with attention to research and testing to ensure that 
genAI models are validated, regulated, and monitored for quality, safety, and ethics. This 
includes remaining up to date on collaborative efforts to standardize and develop guidelines 
and guardrails to promote the fair use of AI systems in health care, such as the National 
Academy of Medicine’s Artificial Intelligence Code of Conduct87 and the Coalition for Health AI 
(CHAI).88  

Organizations must also remain current on pending and authorized regulations at multiple 
levels. For example, the US Food and Drug Administration released draft guidance tailored to AI- 
and ML-enabled devices as they further develop a regulatory approach to protect patients and 
increase the effectiveness of devices.89 Using caution and staying aware of the regulatory 
landscape can ensure that patients and the health care workforce do not bear the burden of 
poorly executed design, implementation, or integration of AI applications into health care.  

Start Simple and Meet End Users’ Needs 
For health care organizations interested in developing or implementing genAI solutions, it is 
important to start simple (e.g., small tests of change) and to ensure that applications meet end 
users’ needs and are in the best interests of ensuring patient safety, including streamlined 
integration into the daily workflow and experience of patients and the health care workforce.  

Questions to consider: 

• What problems do clinicians and staff want solved?  
• Is there a genAI solution to meet this need that offers objective evidence of safety and 

effectiveness? 
• Is an AI application feasible for our setting and is there a relevant use case? 
• How will this AI application impact the safety, experience, and outcomes of patients?  
• Have we assessed the potential reward and risk related to this potential AI solution? If 

not, how will be assess for reward and risk (e.g., a failure mode and effects analysis, if 
applicable)? 

Organizations also need to ensure that any genAI application considered for implementation 
has been rigorously validated, tested, and piloted prior to scaling, including small tests of 
change, and that the proper processes are in place to monitor the application’s performance on 
a consistent basis. For example, one organization engaged in our research shared that their AI 
oversight committee reviews data and algorithm performance every six months to ensure high-
quality performance. Health systems must remember that AI technology is not simply plug-and-
play, but instead requires ongoing monitoring to ensure performance quality and identify 
opportunities for improvement. 

Moreover, how organizations communicate with staff and disseminate information on 
organizational genAI efforts is critical to implementation success. Clinicians and staff may have 
concerns about loss of autonomy in their role, staff reductions, and job loss with the 
introduction of AI applications.90 Because of this, health system executives and governance 
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members need to reassure staff that AI applications are complementary tools that must be 
supplemented with clinical judgment provided by humans.91 As the literature notes, the 
implementation of AI tools aims to improve the patient experience and improve clinical safety 
and reliability as well as allow clinicians to upskill and practice at the top of their license.92,93 
Likewise, organizations must not underestimate the importance of change management when 
introducing AI tools to support workflows and clinical care delivery. 

Risk Identification, Mitigation, and 
Monitoring 

 

Collaboration and the need for learning health systems were consistently highlighted by experts 
as an important consideration for AI’s integration into health care. Although data, algorithms, 
and applications are often proprietary to AI vendors, siloed efforts may not only stymie 
technological advances to improve care, but could also obscure repeated and preventable 
adverse events. Sharing experiential learning from design and implementation efforts across 
health care systems and the industry could help mitigate potential harm and bolster monitoring 
efforts to ensure that genAI is applied safely. Further, collaboration may help prevent variation. 
As one expert noted from their experience with new technologies, variation can lead to a lack of 
interoperability and complicate the landscape, opening the door for errors to occur. 

For internal mitigation strategies, experts suggested the development of audit tools, including, 
but not limited to, algorithmic auditing, use of patient and clinician user feedback and rating of 
AI-generated results, and ongoing independent testing with validation sets. They cited the need 
for establishing accepted limits to the technology prior to implementation, such as hard end 
points (e.g., mortality), performance metrics, and accepted error rates for technology, if any. 

Experts encourage health care organizations to develop or expand the needed governance 
and oversight bodies to support AI implementation in two fundamental ways. 

• Identify and mitigate risks and unintended consequences associated with AI tools.  

• Develop a cohesive and transparent organizational approach to AI that includes: 

o Education and training; 

o Guardrails to ensure safe use; 

o Processes for design, implementation, and monitoring; and 

o Mechanisms for collaborative learning within the organization and broader 
health care sector. 
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This IHI Innovation Report identifies two main perspectives on potential harms arising from use 
of genAI tools in health care.  

• The first perspective highlights the upsides of genAI tools and regards the downsides as 
addressable and/or not qualitatively different from existing problems in health care 
without AI. For instance, chatbots may at times produce medical notes with factually 
incorrect information (i.e., hallucinations or confabulations) and many clinicians may 
skip checking and correcting such inaccuracies. Some ask whether and how this differs 
from traditional dictated notes that often contain incorrect transcriptions and other 
errors that remain uncorrected in the medical record, which may then be copied and 
pasted as inaccurate notations without review. The optimistic perspective also points 
out that with use of AI tools, on balance, we might come out ahead with improvements 
in patient and workforce safety and well-being. 

• The second perspective takes a more skeptical view on whether the promise of AI will 
materialize to provide benefit for the quality and safety of care and caring. After all, 
EHRs were also supposed to make clinicians’ lives easier. Yet, a noted advantage in 
favor of AI is that it can address clinician burnout attributed to EHRs. This uncertain and 
critical stance toward AI in health care also worries about the pace at which massive 
and potentially irreversible changes may be instated in health care. These changes 
impact how clinicians and patients interact, displace the human workforce, and open the 
door for enormous privacy breaches, the commercialization of private health care 
information, and long-lasting implications of care delivery and clinical practice 
patterns.94 As noted at the outset of this report, health care is posed to adopt AI tools at 
the same time that computer science experts, including some of the researchers who 
pioneered the development of these tools, have called for a pause on further AI tool 
development to allow time to establish regulations and other safeguards to protect 
society from potential risks from the technology.95,96 

Given both the promise and apprehension surrounding AI-related developments in health care, 
organizations seeking to explore genAI tool integration are strongly encouraged to consider the 
recommendations that follow. 

• Be cautious and critical. 

Health care systems and workers must be steadfast in their dedication to patient safety, 
quality care, and evidence-based practices. There are many risks detailed throughout the 
report (and in Appendix A) that emphasize the importance of a thoughtful and vigilant 
approach to AI integration in health care. While AI can relieve existing burdens within 
health care, its integration needs to be based on rigorous evaluation and peer-reviewed 
evidence.  
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• Be strategic and collaborative. 

The design, implementation, and use of genAI should be strategically constructed to 
align with existing organizational goals or roadmaps, meet workforce needs, fit into 
existing workflows, and safely support clinical care delivery. Health care systems must 
ensure that AI tools and applications are not prioritized over workforce and patient well-
being and safety.  

As with any major new technology or process change, organizations will need to develop 
teams to govern, plan, and support the design, implementation, and monitoring of AI 
tools, with representation from different health professions (e.g., physicians and nurses), 
clinical informaticists, quality and safety personnel, and patients and families, among 
others. Stakeholder diversity is important to ensure that applications are designed and 
implemented to continually meet end users’ needs and mitigate risks for safety and 
equity. Once a team or teams are established, it is important for organizations to 
develop standard processes for considering, designing, and/or implementing AI 
solutions as well as guardrails or standard practices for the professional use of AI. It is 
likely that these processes and guardrails will change as rapidly as the AI landscape in 
health care, but it necessary to ensure that structures are in place to regulate the design, 
implementation, and use of AI for the safety of the patients, the workforce, and the 
health care system.  

Further collaboration is encouraged between health care systems, academic institutions, 
technology companies, and others to ensure that genAI tools and applications are used 
safely and ethically and to pursue opportunities to improve the quality of care with AI 
assistance. This collaboration can also help establish industry standards, practices, and 
guidelines.  

• Be prepared and intentional. 

It is important for health care systems to appropriately prepare for AI integration. This 
includes developing robust governance and oversight bodies (including considerations 
for evaluation and monitoring), educating the workforce (e.g., how AI works, appropriate 
use and risks of AI tools), and evaluating organizational infrastructure to ensure that a 
health care system can safely support the technological or computational demands of 
potential AI tools and related infrastructure needs. Taking the time and resources to 
prepare a health care system for AI integration demonstrates an intentional and 
proactive approach to this emerging technology, which can help mitigate potential risks 
or unintended consequences of integration. 
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Conclusion 
The emergence of genAI has reignited widespread interest in and enthusiasm for implementing 
AI tools in health care. Yet, this enthusiasm should not distract us from identifying and 
addressing serious potential harms.  

The genAI applications health care organizations are most likely to see implemented now or in 
the immediate future include documentation support and chatbots to help answer questions 
from patients. Given the fast-paced and dynamic nature of AI in health care in addition to the 
tension of the perspectives detailed above, this report does not offer any specific 
recommendations on how to design, implement, or regulate this technology. Rather, we stress 
the need for further research and evaluation to assess the quality and safety of emerging AI 
technologies to ensure maintenance (and even improvement) of clinical care delivery and 
workforce well-being.  

AI in health care is a promising but complex field. As such, it requires careful consideration of 
ethical, legal, social, and technical issues. We strongly encourage organizations to consider 
building systems to support AI application design and implementation in a safe manner by 
building governance structures, using caution when designing, evaluating, implementing, and 
monitoring AI, and starting simple with small tests of change that meet end users’ needs. 
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Appendix A: Risks, Challenges, and 
Unintended Consequences of Generative AI 
Clinical Applications in Health Care 
Table 4. Risks, Challenges, and Unintended Consequences of Generative AI Clinical 
Applications in Health Care (listed alphabetically by category of concern) 

Data Concerns 

Biased, inaccurate, aged, 
or inappropriate training 
data 

Models rely heavily on their training datasets to learn how to function. Yet, 
datasets provided to models or algorithms may codify existing human 
biases or simply not include enough data involving underserved 
populations, resulting in inaccurate or misleading outputs. For instance, 
one study demonstrated higher false negative rates (i.e., missing signs of 
disease) in AI-interpreted radiographs involving racialized patients.97      

Falsehood mimicry Occurs when the user inputs a factually incorrect prompt, leading to the 
generative AI tool producing an erroneous output instead of first asking 
clarifying questions that might lead to factual correction.98  

Hallucinations or 
confabulations 

False or made-up statements presented as factual. “Content that is 
nonsensical or untruthful in relation to certain sources.”99  

While hallucinations remains the commonly encountered term, 
confabulations is the better term for logical sounding, semantically 
coherent statements not based on distorted or mistaken sensory 
input.100,101 

Erosion of human 
oversight (preserving a 
“human in the loop”) 

Implementing AI algorithms and tools without human supervision creates 
the potential for risk. Maintaining a “human in the loop” can help ensure 
that AI tools are functioning properly with reliable and accurate outputs 
and meeting users’ needs.  

Lack of AI transparency 
and explainability (the 
“black box”) 

AI algorithms and models are often unable to disclose how outputs (or 
results) are reached, hence the term “black box.” This lack of transparency 
and explainability may lead to skepticism or mistrust among clinicians 
and patients.102 

Poor quality, inaccurate, or 
biased data and limited 
data quantity 

Existing data that AI tools process, such as EHR data, may be 
inconsistent, incomplete, missing, or incompatible. Thus, the AI output 
may be unreliable due to the quality of the data input (e.g., visit notes, 
discharge summaries).103,104 This can also include the exclusion of 
relevant data (e.g., failure to incorporate variables to improve outcome 
accuracy). 

Further, available data quantity may be limited for training, testing, and 
auditing purposes, which may decrease the effectiveness of an AI 
algorithm. 
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Ethical Concerns 

Increase inequities related 
to design and access to 
quality AI solutions 

AI technology is a double-edged sword for health equity. To improve 
health equity, AI can transform decision-making and medical treatment, 
particularly in primary and preventive care, as well as support patient-
centered care.105 The technology can also support marginalized and 
underserved communities such as rural communities and non-dominant 
language speakers.106,107 

However, AI-related barriers to health equity include codified algorithmic 
or dataset bias (including training and validation), inequitable accessibility 
or affordability of AI tools, and practice bias (e.g., clinician bias in using AI 
tools or interpreting/applying AI outputs, underperformance in certain 
groups).108 This, in combination with concerns about cost, could further 
drive inequities between health care systems and their ability to deliver 
quality care, and patients’ ability to access and afford quality care. 

Limited guidance on 
standard operating 
practices and regulations 

At the time of publication, standard practices and regulations such as 
SaMD that are relevant to AI applications in US health care remain 
unestablished. Moreover, some experts caution against relying on HIPAA 
compliance as fulfilling the duty to maintain patient confidentiality.109  

Prioritization of 
commercial interests 

A handful of experts noted that technology companies were pushing them 
to move faster than they were comfortable with, and that the Silicon Valley 
paradigm does not apply to health care (“move fast and break things”).110 
With many health care systems partnering with technology companies 
and corporations, it is critical that health care prioritize patient well-being 
and safety. 

This also acknowledges that prioritization of commercial interests, 
including those of health care systems, could inhibit efforts to collaborate 
on AI application design and implementation across health care systems 
and across industries. 

Public trust Credibility is important for AI to be successfully integrated in health 
care.111 The public, including the workforce and patients, must trust the AI 
tools and clinical use of the tools. Losing public trust is risky as second 
chances are unlikely should AI cause harm in health care (“user and 
regulator trust are easy to lose and very hard to regain”).112 Clinician 
uptake of AI applications for care delivery will rely on successful and 
evidence-based demonstrations that the tools are safe.113 

“Shiny object” syndrome AI and genAI have captured attention, but the hype should not be 
overstated. While this may be a worthwhile new pursuit, health care 
systems must note the risks involved in what could be a distraction or 
“shiny object.” 

Managerial and Operational Concerns 

Cost While genAI solutions in health care may save health care systems money, 
the upfront investment may not be feasible for some organizations, 
including under-resourced systems.114 This could have implications for 
equitable access to quality health care. 
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Data privacy, protection, 
and security 

Health care data is sensitive and personal and must be protected from 
unauthorized or inappropriate access, theft, or misuse. AI introduces new 
data and infrastructural demands, raising concerns about how health care 
can use this advanced technology while ensuring that data is protected 
and secure. 

Risks to consider include unauthorized access, use, and control of patient 
data by private entities, as well as external threats (e.g., threat actors) of 
data breaches or leaks.115 

Additionally, patients need to be confident that their data, if they consent 
to share it, is being used ethically and securely.116 

Data storage and the 
cloud 

Health care data storage capabilities must keep up with the data demands 
of advanced technology such as AI. Because of this, questions emerge on 
whether on-site data storage is still viable or whether cloud storage should 
be invested in. 

Yet, multiple risks arise with the move to the cloud, including existing 
organizational policy for on-site storage of health care data, data 
ownership and user agreements with third parties, and patient privacy and 
consent to storage. Further, the cloud may not offer adequate safeguards 
for data encryption, backup, or recovery. 

Experts provided mixed responses on whether moving health care data to 
the cloud posed an increased risk to data security. 

Liability for health care 
systems and clinicians 

GenAI is a grey area for legal matters in health care, particularly liability. 
Legal liability for a health care system or clinician could include cases of 
data breaches, intellectual property rights, and patient consent and 
comprehension (e.g., if a patient does not comprehend the implications of 
their agreement).117,118 

Further, malpractice could cause public mistrust of new technological 
advances and necessitate new regulations and licensing. 

Lack of interoperability Lack of interoperability is applicable to both data and infrastructure. First, 
data may not be compatible or standardized across different systems or 
platforms. Second, with multiple applications and vendor options (as well 
as internal design and implementation), there is increased variation in AI 
application design and functionality, which may not be compatible with 
other applications or existing hardware and software in use in a health 
care system. 

Lack of strategic planning The successful design, implementation, and continued use of new 
technology such as AI relies on careful planning by leadership. “AI 
initiatives often fail because they are implemented as standalone projects. 
To ensure the success of AI efforts, AI must be integrated into the 
strategic planning process so that it aligns with the goals and objectives 
of the organization.”119 

Without proper strategic planning, organizations risk poor outcomes, 
including low clinical use or uptake and poor workflow integration, which 
could dampen future efforts to introduce AI applications. 
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Limited existing 
infrastructure 

AI applications can require a significant amount of computational power 
to run. Because of this, health care systems may create risk if they 
implement AI without the proper IT infrastructure in place. Lack of 
supporting infrastructure could lead to delays in clinical care or gaps in 
accessing technological advances to improve care. 

Poor governance and 
oversight 

Inadequate governance or oversight of emerging technologies such as 
genAI could increase the potential for other risks listed in this table to 
translate into real-world harm, including ethical concerns on privacy, trust, 
and bias as well as regulatory concerns.120 

Potential for downtime All technology can malfunction and must be maintained and updated. As 
genAI solutions are integrated, systems must consider the risk for planned 
and unplanned downtime to ensure continuity of care.  

Patient and Workforce Concerns 

Alert fatigue  Refers to the desensitization of clinicians to safety alerts, which causes 
clinicians to ignore or fail to appropriately respond to warning systems.121 

Automation bias, 
overreliance, clinical 
complacency, and 
deskilling 

These terms collectively refer to the possibility that the use of genAI tools 
in health care will lead to a decrease in workforce competency. 
Overreliance “... occurs when users excessively trust and depend on the 
model, potentially leading to unnoticed mistakes and inadequate 
oversight.”122 This can lead to automation bias, which is “the tendency to 
over-rely on automation.”123   

Clinical complacency and deskilling, then, can occur as clinicians may no 
longer employ or improve their skills.124 This can lead to a loss of skills, 
inability to reliably detect mistakes or errors, and reduction in decision-
making quality, diagnostic reasoning, and patient communication. 

Difficulty integrating into 
daily clinical workflow 

For genAI tools and applications to be successful, they must integrate into 
existing clinical workflows. An evidence-based and clinically tested genAI 
tool will be underutilized if it is inconvenient to a clinician or staff 
member’s daily workflow. Risks include improper use or underutilization of 
tools that could improve care delivery and patient outcomes. 

Fear that care will be 
depersonalized 

Refers to the concern that the implementation of AI in clinical care 
settings will negatively impact the patient-clinician dynamic. This includes 
the possibility that clinicians may prioritize the clinician-technology 
relationship over the patient.  

Lack of patient education 
on AI 

The general patient population may be unfamiliar with the use of genAI 
tools and applications in health care. Health care systems and clinicians 
must ensure that patients are aware of the uses and risks of genAI tools 
as well as their patient rights, including those pertaining to patient data. 

Further, clinicians need to be aware that, even though patients may lack 
education on AI, they may be using it in their daily lives, including asking 
applications like ChatGPT for medical advice. 
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Lack of proactive safety 
oversight and 
engagement of related 
expertise 

Implementing AI requires engaging multiple stakeholders, including for 
planning, evaluation, and decision-making. The need for multiple 
stakeholders can be challenging, but the process should not advance 
without adequate resources and expertise from safety, quality, and risk 
teams. Further, use a proactive safety approach through design and 
integration along with appropriate expertise. 

Misalignment with patient 
preference  

Patients may prefer not to receive clinical care assisted by genAI tools. In 
2023, Pew Research found that 60% of surveyed Americans were 
uncomfortable with their health care provider using AI.125 Health care 
systems must consider how to handle patients who opt out of AI tools, 
and adequately educate patients on AI tool use for those who opt in. 

Workforce resistance With the introduction of genAI tools and applications, the health care 
workforce may be resistant to this integration for multiple reasons, 
including fear of replacement and workforce displacement.126,127 

Resistance by the workforce could reduce the likelihood of successful 
implementation of tools aimed at improving care quality and workplace 
environment and workload.  
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Appendix B: Non-Clinical Applications of 
Generative AI in Health Care 
More detailed information for each genAI application follows Table 5. 

Table 5. Overview of Non-Clinical Generative AI Applications in Health Care 

GenAI Application Potential Benefits Considerations 

Publications • Assist with literature reviews 
• Create or edit written drafts 

• Intellectual property rights 
• Authorship 
• Hallucinations and 

confabulations such as with 
content and references 

Clinical trials and 
medical research 

• Generate and synthesize data 
• Propose clinical trial design 
• Offer outcome predictions 
• Detect the likelihood of adverse effects 

or events 
• Streamline and improve appropriateness 

of clinical trial recruitment 

• Regulatory compliance 
• Overreliance  

Education for medical 
and other health care 
students  

 

Education for patients 

• Produce medical simulations or narrative 
cases for medical students 

• Provide an assessment tool for medical 
students 

• Provide patient education about their 
condition(s), medication(s), and 
treatment plan 

• Support health literacy for the general 
population 

• Ensuring appropriate use 
• Plagiarism  
• Falsehood mimicry (see 

Appendix A) 
• Hallucinations and 

confabulations 
• Language and health literacy 

IT support • Provide middleware to support 
interoperability of existing platforms and 
systems 

• Predict maintenance for technology 

• Potential for downtime 
• Aged datasets 

Administrative 
assistance 

• Streamline appointment scheduling 
• Act as a digital assistant 

• Potential for downtime 

Medical billing, 
coding, and claims 

• Automate the process of coding medical 
procedures and services 

• Identify and correct coding errors 
• Optimize revenue and ensure compliance 
• Draft documentation for pre-

authorization, claims, reimbursements, 
and appeals 

• Poor data quality (or need for 
data fidelity) 

• Denial of legitimate claims 
• Increased clinician time to 

challenge denials 
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Safety and quality 
improvement 
practices 

• Provide data analysis, data visualization, 
process analysis, qualitative analysis, 
and guidance for developing and testing 
changes 

• Safety, accuracy, and reliability 
of LLMs in health care 

• Data concerns (e.g., biased, 
inaccurate, out-of-date, or 
inappropriate training)  

• Hallucinations 
• Data privacy and security 

concerns  
• Liability or copyright 

implications 
• Workforce displacement 
• Environmental impact (e.g., 

high greenhouse gas 
emissions due to demand of 
computing power and 
enormous use of water for 
cooling data centers) 

 

Publications 
GenAI has the demonstrated ability to assist with research and writing and may be useful for 
clinical publications. The technology could be used to support medical writing (including peer-
reviewed publications and practice standards), assisting with literature reviews, and editing 
human-written drafts or providing written drafts for humans to edit.128,129 

Concerns about this usage have been raised, including intellectual property rights, authorship, 
hallucinations, and confabulations, including fabricating nonexistent references. Because of 
this, journals such as JAMA have published guidance for authors, peer reviewers, and editors on 
the use of these technologies, including AI, LLM, and chatbots.130 

Clinical Trials and Medical Research 
GenAI could reshape clinical trials and medical research processes by accelerating timelines 
and enhancing outcomes, especially for drug discovery and development. Using historical 
clinical trial data and established trial parameters (e.g., desired outcomes), genAI could support 
clinical trials by: 

• Generating and synthesizing data; 
• Proposing clinical trial design; 
• Offering outcome predictions; 
• Detecting the likelihood of adverse effects or events; and 
• Streamlining trial recruitment and targeting potential enrollment opportunities based on 

predefined criteria. 
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Yet, the use of genAI in this capacity is untested and must be rigorously evaluated and validated 
prior to implementation. If utilized, applications need to comply with regulatory requirements, 
including HIPAA, existing or pending Food and Drug Administration regulations, and other 
national or international standards and regulations. Further, even with genAI support, clinical 
researchers cannot become complacent or overreliant on technological assistance; a human 
must always be in the loop if technological applications are used. 

Education for Medical and Other Health Care Students 
GenAI could enrich educational opportunities for medical students. As an experiential tool, 
genAI can be used to produce medical simulations or narrative cases for medical students, 
which could be offered on demand, to work through to test and enhance their critical thinking 
and clinical reasoning.131 Although untested as an assessment tool, genAI, specifically 
ChatGPT, has demonstrated the ability to comprehend and respond to standardized tests in 
higher education. For example, one study found that ChatGPT performed above the 60 percent 
threshold on the United States Medical Licensing Examination Step 1 (using publicly available 
sample questions).132 While only theoretical, it is possible that genAI could be used as an 
assessment tool for medical students, in conjunction with human proctors to ensure that 
questions and responses are accurately communicated. This function may also assist with 
producing appropriate questions for standardized tests and could be used for continuing 
education for health care professionals.  

Implications for genAI in education include ensuring appropriate use by faculty and students, 
concerns about plagiarism (including inadvertent cases), and application issues such as false 
mimicry, hallucinations, and confabulations. Many universities have made an effort to provide 
guidance for the use of genAI both for students and faculty, including Harvard University, the 
University of North Carolina–Chapel Hill, and Tufts University.133,134,135  

Education for Patients 
GenAI could provide patients with education on their conditions or illnesses, medications, and 
treatment plans. GenAI applications, like ChatGPT, have the capacity to provide patient 
education. For example, a group of physicians assessed ChatGPT on its knowledge of 
colonoscopies and found that it provided adequate and original responses to frequently asked 
questions about the procedure. Further, some companies have taken strides to support patient 
education, such as Vital’s AI-powered video education feature that auto-prescribes education to 
patients in the emergency department and inpatient settings.136,137  

IT Support 
GenAI may support two functions for health care IT:  

• GenAI applications may be capable of providing middleware to support interoperability 
between systems and platforms.  

• These applications can provide predictive maintenance for technology.138  
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Beyond routine maintenance, genAI can be used to anticipate machine malfunctions and to plan 
maintenance prior to errors occurring, which could decrease delay and replacement costs. Even 
with technological support for IT maintenance and predictive malfunction, manual maintenance 
must still be routine, including maintenance and auditing of any genAI supporting health care IT. 

Administrative Assistance 
There are several potential benefits of genAI for health care administration:  

• GenAI can optimize scheduling processes for health care services.139 GenAI applications 
can automate the tasks of scheduling appointments, centralizing scheduling across 
multiple locations and departments, managing call centers, balancing workload among 
staff members, and forecasting appointment demand.140  

• GenAI can enhance the role of digital assistants in health care settings by enabling 
digital assistants to perform diverse functions, such as reviewing daily schedules, 
evaluating appropriateness of visit type, answering queries, providing guidance, 
collecting feedback, and generating reports.  

Downtime options and backup procedures must remain available in case of emergencies or 
routine maintenance interruptions. Staff using genAI for scheduling or related responsibilities 
need to be trained appropriately, both in manual and genAI supported methods, to ensure 
efficient and safe use of AI tools for patients and to increase workforce satisfaction with 
supplemental support. In all cases, the use of AI should be closely monitored to ensure that 
users do not become overly reliant on digital assistance.  

Medical Billing, Coding, and Claims 
GenAI can streamline billing, coding, and claims for health care systems. Generative AI can help 
automate the process of coding medical procedures and services, identify and correct coding 
errors, optimize revenue and ensure compliance, and draft documentation pertaining to pre-
authorizations, claims, reimbursements, and appeals.141,142 If genAI is used for medical billing, 
coding, and claims, it is important to ensure data fidelity prior to implementation, otherwise the 
application may struggle to output accurate information. Even if data fidelity is established, an 
appropriately trained human needs to remain in the loop and the AI algorithms and data need 
regular auditing. Established risks to these applications include the inability of AI to make 
informed, evidence-based decisions, and the high level of denials of prior authorizations has 
created extensive challenges, leading to patient harm and excessive burden and costs for 
clinicians to advocate for appropriate care.143  

Safety and Quality Improvement Practices 
Safety and quality improvement efforts in health care may benefit from genAI tools and 
applications, including data analysis, data visualization, process analysis, qualitative analysis, 
and guidance for developing and testing changes. These uses can support the maintenance and 
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improvement of the quality and safety of clinical care delivery. Notable challenges and risks 
include concerns on the safety, accuracy, and reliability of LLMs in health care; data concerns 
(e.g., biased, inappropriate training data, out-of-date data); hallucinations; data privacy and 
security concerns; liability or copyright implications; workforce displacement; and 
environmental impact (e.g., high greenhouse gas emissions due to demand of computing power 
and enormous use of water for cooling data centers).  
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